
Springer Nature 2021 LATEX template

Subsampling in Longitudinal Models

Ziyang Wang1*, HaiYing Wang1 and Nalini Ravishanker1

1*Department of Statistics, University of Connecticut, 215
Glenbrook Road, Storrs, 06268, CT, USA.

*Corresponding author(s). E-mail(s): ziyang.wang@uconn.edu;
Contributing authors: haiying.wang@uconn.edu;

nalini.ravishanker@uconn.edu;

Abstract
For large scale data, subsampling methods are often used to approxi-
mate the full-data parameter estimates. An ideal subsampling method
picks a small proportion of informative observations from the full
data and produces an accurate approximate to the full-data estimate
using much less computing power. Existing studies on subsampling
methods focus on independent responses. This paper discusses sub-
sampling methods for longitudinal data where observations within a
block are correlated, and develops optimal subsampling methods to
approximate the full-data maximum likelihood estimators of the model
parameters. We first establish the conditional asymptotic distribution
of the subsample estimator with general subsampling probabilities,
and then derive the optimal subsampling method that minimizes
the asymptotic mean square error of the subsample estimator. To
evaluate the finite sample performance of the proposed method, we
provide results based on numerical experiments with simulated data.

Keywords: Large data; Fisher scoring; Optimal subsampling

1 Introduction
In the big data era, huge amounts of data are being generated every day.
While this greatly extends the possibility of getting more information, it makes
certain standard statistical tools unfeasible because of the much more complex
computation due to high data volume.
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To reduce the computational burden, one possible solution is to perform
the calculations on a smaller subset of the full data. This sacrifices a certain
amount of information in exchange for easier computation. To extract the
maximum amount of information from the full data, subsampling designs are
developed so that more informative data points have higher chance of being
selected. In the context of linear regression, statistical leverage scores and
their variants are widely used in identifying influential rows in the covariate
matrix (Drineas et al, 2006, 2010; Yang et al, 2015). This approach is called
algorithmic leveraging (Ma et al, 2015) and it has been shown to perform well
with limited computing power (Avron et al, 2010; Meng et al, 2020). Besides
these, Ma et al (2015) provided an analysis of this method from a statisti-
cal perspective. However, the algorithmic leveraging approach does not use
the information from the responses when assigning subsampling probabilities
and this sampling scheme is referred to as non-informative subsampling. Zhu
(2018) proposed agradient-based subsampling method where the subsampling
probabilities depend on the responses as well as the covariates. Wang et al
(2019) developed an information-based optimal subdataselection method that
has high estimation efficiency. Li and Meng (2021) provided a review of these
subsampling methods and evaluated their performance using real data. Meng
et al (2020) developed the “LowCon” subsampling method to handle the cases
when the models are misspecified. For logistic regression, Fithian and Hastie
(2014) proposed the local case-control (LCC) subsampling method for imbal-
anced data. Using the A-optimality criterion in design of experiments, Wang
et al (2018) proposed an optimal subsampling method that minimizes the
asymptotic mean squared error of the subsampling estimator. The optimal
subsampling method based on the A-optimality criterion has been extended
to include multi-class logistic regression model (Yao and Wang, 2019), gener-
alized linear models (Ai et al, 2021b), quantile regressions (Ai et al, 2021a;
Wang and Ma, 2021) and quasi-likelihood models Yu et al (2021). The afore-
mentioned subsampling methods are all related to independent data. In this
paper, we focus on longitudinal data where observations within each block are
assumed to be correlated.

In longitudinal data analysis, multivariate linear models with dependent
covariance structures within the response vector are commonly used (Chapter
4 of Diggle et al, 2013). We consider the case of longitudinal data under a
balanced design, i.e. the number of measurements for each subject are the
same. The corresponding multivariate linear model has the following form:

yi = Xiβ + εi, for i = 1, . . . , m, (1)

where m denotes the total number of subjects; n is the number of measure-
ments on each subject; yi = (yi,1, . . . , yi,n)′ is the n×1 response vector for the
i-th subject; Xi = (xi,1, . . . , xi,d) is the n×d design matrix with xi,j being the
n×1 vectors; β is the d×1 unknown parameter vector; and εi ∼ N (0, V) is the
n × 1 unobserved normal random error with V being its variance-covariance
matrix whose structure depends on unknown covariance parameter ξ ∈ Rq.



Springer Nature 2021 LATEX template

Subsampling in Longitudinal Models 3

In this paper, we assume that Xi’s are nonrandom and εi’s are independent.
Since most models include an intercept term, we assume that xi,1 = 1. We
denote the full data matrix as Dm = (X , Y), where X = (X′

1, X′
2, . . . , X′

m)′,
Y = (y′

1, y′
2, . . . , y′

m)′.
In the model specified in (1), an explicit parametric model for V is often

assumed. This represents the belief we may have about possible associations
among observations within each subject, usually from subject expert knowl-
edge or past experience. When such a model is not available, using (1) requires
us to estimate n(n + 1)/2 covariance parameters, which can be complicated,
especially when n is large. One alternative is to use the random effects model
(Laird and Ware, 1982). The idea is to model the correlations among obser-
vations within each subject parsimoniously by introducing random effects. To
connect to model (1), the random effect model decomposes the overall aggre-
gated variation of εi into two parts: the random effect and the pure error, e.g.,
error that may be caused by the measurement mechanism. In this paper, we
assume that a parametric model for V is given and we focus on the compound
symmetric correlation structure, i.e., the variance-covariance matrix of εi, V,
has the form:

V(ξ) = σ2 ((1 − ρ)I + ρJ) , ξ = (σ2, ρ)′, (2)
where −1/(n − 1) < ρ < 1, I is the n × n identity matrix, and J is the n × n
matrix with each element being equal to unity. The inverse of the matrix V
has the form:

V−1 = 1
σ2(1 − ρ)

(
I − ρ

1 + (n − 1)ρJ
)

. (3)

This correlation structure is the default option for many software packages and
it is widely used in many scientific fields such as social sciences and medical
studies (Zhao et al, 2019; Pusponegoro et al, 2017; Hong and Shyr, 2007;
Kaplan et al, 2004).

The rest of the paper is organized as follows. In section 2, we describe
the Fisher scoring method that is used to obtain parameter estimates in
longitudinal models. In section 3, we first provide the general subsampling
algorithm in longitudinal models. We then discuss several methods for specify-
ing the subsampling probabilities when selecting subsamples. We also provide
a two-step subsampling method for practical implementation. In section 4,
we compare the empirical performance of all the subsampling procedures and
discuss the implications of the numerical results. Section 5 summarizes the
paper. Technical proofs for the theoretical results are given in the appendix.

2 Fisher scoring in longitudinal models
To facilitate the presentation, we use θ to denote the full vector of unknown
parameters, i.e., θ = (β′, ξ′)′ = (β′, σ2, ρ)′. To estimate the unknown parame-
ters, the maximum likelihood estimator (MLE) obtained through maximizing
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the log-likelihood function is

θ̂ = (β̂′
, ξ̂

′)′ = arg max
β,ξ

Mm(β, ξ), (4)

where
Mm(β, ξ) = 1

m

m∑
i=1

p(Xi, yi; β, ξ), (5)

and

p(Xi, yi; β, ξ) = log
[

1
(2π) n

2

1√
det(V)

exp
(

− (yi − Xiβ)′V−1(yi − Xiβ)
2

)]
.

There is no general closed form solution to equation (4), so an iterative
method is required to solve it numerically. In this paper, we resort to the
Fisher scoring method (Jennrich and Schluchter, 1986) to obtain the MLEs.

To facilitate the presentation, we first introduce some notations. Let
ṗ(Xi, yi; β, ξ) and p̈(Xi, yi; β, ξ) be the gradient vector and Hessian matrix
of p(Xi, yi; β, ξ), respectively, i.e.,

ṗ(Xi, yi; β, ξ) = ∂p(Xi, yi; β, ξ)
∂θ

and p̈(Xi, yi; β, ξ) = ∂2p(Xi, yi; β, ξ)
∂θ∂θ′ .

Appendix A gives the explicit expressions for ṗ(Xi, yi; β, ξ) and
p̈(Xi, yi; β, ξ). We use ṗβ(Xi, yi; β, ξ) and ṗξ(Xi, yi; β, ξ) to denote the
sub-vectors of ṗ(Xi, yi; β, ξ) corresponding to β and ξ, respectively. Simi-
larly, we define p̈β(Xi, yi; β, ξ) and p̈ξ(Xi, yi; β, ξ) as the upper-left and
lower-right sub-matrices corresponding to β and ξ, respectively.

The Fisher scoring method obtains the MLEs by iterating the following
two steps until (β(k+1)′, ξ(k+1)′)′ converges:

β(k+1) =
(

m∑
i=1

X′
i(V(k))−1Xi

)−1 m∑
i=1

X′
i(V(k))−1yi,

ξ(k+1) = ξ(k) + (I(k))−1G(k)
ξ ,

where V(k) is V evaluated at (β(k)′
, ξ(k)′

)′,

G(k)
ξ = 1

m

m∑
i=1

ṗξ(Xi, yi; β(k), ξ(k)),
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and I(k) is the sub Fisher information matrix for ξ evaluated at the k-th step.
Here, the sub Fisher information matrix I is defined as

I = − 1
m

m∑
i=1

E{p̈ξ(Xi, yi; β, ξ)},

where the expectation is taken with respect to the distribution of yi. Each
component of I has the following explicit expression

Iu,v = tr
(

V−1 ∂V
∂ξu

V−1 ∂V
∂ξv

)
, for u, v = 1, 2,

where

∂V
∂ξ1

= ∂V
∂σ2 = (1 − ρ)I + ρJ and ∂V

∂ξ2
= ∂V

∂ρ
= σ2 (J − I) .

The aforementioned Fisher scoring method requires iterative calculations.
If it is applied to the full data, the computing time for each iteration is
O(m(nd2+n2d)). Thus, the whole time for the Fisher scoring algorithm to con-
verge is O(ζm(nd2 + n2d)), where ζ is the number of iterations. With a large
number of subjects m, this algorithm becomes computationally expensive, and
a subsampling algorithm helps reduce the computational cost.

3 Subsampling algorithms for longitudinal
models

We first describe a general subsampling procedure. Let ηi > 0 be the subsam-
pling probability for the i-th subject if one data point is taken from the full
data Dm. Assume that

∑m
i=1 ηi = 1, so that {ηi}m

i=1 is a sampling distribu-
tion. Take a random subsample of size r with replacement from the full data
according to {ηi}m

i=1 and denote the subsampled data as {X∗
i , y∗

i , η∗
i }r

i=1. For
example, if m = 10, r = 2, and the selected data points are {X1, y1} and
{X7, y7}, then η∗

1 = η1 and η∗
2 = η7.

The subsample estimators θ̃ = (β̃′
, ξ̃

′)′ are obtained by maximizing the
following target function:

M∗
r(β, ξ) = 1

rm

r∑
i=1

p(X∗
i , y∗

i ; β, ξ)
η∗

i

.

The maximization can be implemented by the Fisher scoring method described
in section 2, where we iterate the following two steps until (β̃(k+1)′

, ξ̃
(k+1)′)′
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converges:

β̃
(k+1) =

(
r∑

i=1

X∗′
i (Ṽ(k))−1X∗

i

η∗
i

)−1 r∑
i=1

X∗′
i (Ṽ(k))−1y∗

i

η∗
i

,

ξ̃
(k+1) = ξ̃

(k) + (I∗(k))−1G∗(k)
ξ ,

where Ṽ(k) is V evaluated at (β̃(k)′

, ξ̃
(k)′

)′,

G∗(k)
ξ = 1

rm

r∑
i=1

ṗξ(X∗
i , y∗

i ; β̃
(k)

, ξ̃
(k))

η∗
i

,

and Ĩ(k) is the approximated sub-matrix of the Fisher information matrix for
ξ evaluated at the k-th step based on the subsample. The (u, v)-th element of
Ĩ(k) is

Ĩ(k)
u,v = 1

2rm
tr
(

(Ṽ(k))−1 ∂Ṽ(k)

∂ξu
(Ṽ(k))−1 ∂Ṽ(k)

∂ξv

) r∑
i=1

1
η∗

i

, for u, v = 1, 2,

with
∂Ṽ(k)

∂ξ1
= (1 − ρ(k))I + ρ(k)J and ∂Ṽ(k)

∂ξ2
= σ(k)2 (J − I) .

The subsampling probabilities play an important role in selecting informative
subsamples, and are crucial for the subsample estimator (β̃′

, ξ̃
′)′ to better

approximate the full data estimator. In the following, we discuss different
approaches of assigning subsampling probabilities.

1. Uniform subsampling method: The subsampling probabilities ηi’s
are equal, i.e., ηuni

i = 1/m for all the subjects. This is the simplest approach
to specifying the sampling distribution.
2. Leverage-based subsampling method: Set ηlev

i =√
tr(Hii)/

∑m
i=1
√

tr(Hii), where Hii = Xi(X ′X )X′
i is the diagonal sub-

matrix of the hat matrix X (X ′X )−1X ′ corresponding to Xi. This method
uses the information from the covariates matrix X when assigning the
subsampling probabilities.
3. Gradient-based subsampling method: This method is a two-step
procedure, where we first use the uniform subsampling method to select
a subsample of size r0 and obtain pilot estimates β0 and ξ0 for β and ξ,
respectively. With the pilot estimates, we calculate the gradient vector for
the i-th subject as

ṗ0
i = ṗ(Xi, yi; β0, ξ0).

The subsampling probabilities in the second step are assigned as ηgradient
i =

∥ṗ0
i ∥/

∑m
i=1 ∥ṗ0

i ∥ for i = 1, ..., m. When calculating the subsample estima-
tor (β̃′

, ξ̃
′)′, we combine the subsamples from both steps. Besides using
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the information from the covariates, this method also includes information
from the responses.

The leverage-based and gradient-based subsampling probabilities described
above reduce to the widely used subsampling probabilities in least square
problems with independent univariate responses Drineas et al (2006, 2010,
2012); Yang et al (2015), if n = 1 in model (1) of section 1.

In addition to the aforementioned methods, motivated by the idea of opti-
mal subsampling using the A-optimality criterion introduced in Wang et al
(2018), we also derive the optimal subsampling probabilities. This method
assigns subsampling probabilities that minimize the asymptomatic mean
squared error of (β̃′

, ξ̃
′)′ in approximating (β̂′

, ξ̂
′)′.

Before providing the optimal subsampling probabilities, we first give the
asymptotic distribution of the subsample estimator (β̃′

, ξ̃
′)′ under a general

subsampling distribution {ηi}m
i=1. We need the following assumptions on the

full data and the general subsampling probabilities ηi’s.

Assumption 1 m−2∑m
i=1 η−1

i ∥xi,j∥4 = Op(1), for 1 ≤ j ≤ d.

Assumption 2 m−2∑m
i=1 η−1

i ∥ei∥4 = Op(1), where ei = yi − Xiβ̂.

Assumption 3 There exists δ > 0 such that m−(2+δ)∑m
i=1 η−1−δ

i |x′
i,jei|2+δ =

Op(1), for 1 ≤ j ≤ d.

Assumption 4 There exists δ > 0 such that m−(2+δ)∑m
i=1 η−1−δ

i ∥ei∥4+2δ =
Op(1).

Assumption 5 M̈m(β̂, ξ̂) approaches a positive-definite matrix in probability as
m → ∞.

Remark 1: If the design matrix Xi in equation (1) does not include an inter-
cept term, we will need an additional assumption that m−1∑m

i=1(mηi)−1 =
Op(1).

Theorem 1 Under Assumptions 1-5, as m → ∞ and r → ∞, conditionally on the
full data Dm, the subsample estimator (β̃′

, ξ̃
′)′ satisfies that,

Σ−1/2
(

β̃ − β̂

ξ̃ − ξ̂

)
L−→ N (0, I) , (6)

where L−→ means converges in law,
Σ =

(
M̈m(β̂, ξ̂)

)−1 Σc

(
M̈m(β̂, ξ̂)

)−1
,

M̈m(β, ξ) = 1
m

m∑
i=1

p̈(Xi, yi; β, ξ),



Springer Nature 2021 LATEX template

8 Subsampling in Longitudinal Models

Σc = 1
rm2

m∑
i=1

1
ηi

ṗiṗ′
i,

and ṗi = ṗ(Xi, yi; β̂, ξ̂).

Theorem 1 indicates that the conditional asymptotic mean squared error
(AMSE) of (β̃′

, ξ̃
′)′, given the full data, is equal to tr(Σ). Since Σ depends

on the subsampling distribution {ηi}m
i=1, we want to find the subsampling

probability distribution that minimizes the AMSE tr(Σ). This corresponds
to the A-optimality criterion in the optimal design of experiments. We call
the subsampling probabilities obtained from using this criterion the optimal
subsampling probabilities.

Theorem 2 The optimal subsampling probabilities that minimize the AMSE tr(Σ)
are

ηopt
i =

∥∥M̈−1
m (β̂, ξ̂)ṗi

∥∥∑m
j=1

∥∥M̈−1
m (β̂, ξ̂)ṗj

∥∥ , for i = 1, ..., m. (7)

In addition to minimizing the conditional AMSE of the full parameter
vector θ̃ = (β̃′

, ξ̃
′)′, we also consider a more general setting. Suppose we

are interested in approximating a linear transformation, say T, of the full
data MLE θ̂, i.e., Tθ̂. Since equation (6) implies that the conditional asymp-
tomatic variance-covariance matrix of θ̃ is Σ, so the conditional asymptomatic
variance-covariance matrix of Tθ̃ is TΣT′, indicating that the conditional
AMSE of Tθ̃ given the full data is tr(TΣT′). To minimize tr(TΣT′), we need
to adjust our optimal subsampling probabilities in equation (7). This alterna-
tive criterion corresponds to the L-optimality in optimal design of experiments.
We call the subsampling probabilities obtained from using this criterion the
L-optimal subsampling probabilities, and their expressions are presented in
the following Theorem.

Theorem 3 The L-optimal subsampling probabilities that minimize the AMSE
tr(TΣT′) are

ηLopt
i =

∥∥TM̈−1
m (β̂, ξ̂)ṗi

∥∥∑m
j=1

∥∥TM̈−1
m (β̂, ξ̂)ṗj

∥∥ , for i = 1, ..., m. (8)

The L-optimal subsampling probabilities are particularly useful when our
primary interests involve only part of (β̂′

, ξ̂
′)′. For example, if ξ̂ is the only

parameter of interest, we can use the above L-optimal subsampling prob-
abilities by setting T = (cd+1, cd+2)′, where ci is the i-th canonical basis
vector.

Note that ηopt
i and ηLopt

i in equations (7) and (8) depend on the full data
MLE, so they are not directly available. In practice, we can approximate ηopt

i
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and ηLopt
i by η̃opt

i and η̃opt
i using a pilot sample as given in equations (9) and

(10).

η̃opt
i =

∥∥M̈−1
m (β0, ξ0)ṗ(Xi, yi; β0, ξ0)

∥∥∑m
j=1

∥∥M̈−1
m (β0, ξ0)ṗ(Xj , yj ; β0, ξ0)

∥∥ , for i = 1, ..., m, (9)

η̃Lopt
i =

∥∥TM̈−1
m (β0, ξ0)ṗ(Xi, yi; β0, ξ0)

∥∥∑m
j=1

∥∥TM̈−1
m (β0, ξ0)ṗ(Xj , yj ; β0, ξ0)

∥∥ , for i = 1, ..., m, (10)

where β0 and ξ0 are estimates based on the pilot sample.
The approximated subsampling probabilities η̃opt

i and η̃Lopt
i are subject

to additional disturbance, which may inflate the asymptotic variance of the
resulting estimator especially for small ηopt

i or ηLopt
i (they are in the denomi-

nator of Σc). To handle this, we propose a more practical approach and mix
the approximated optimal subsampling probabilities with the uniform subsam-
pling probability to protect the estimator from these data points. Specifically,
use

η̃opt
α,i = (1 − α)η̃opt

i + α
1
m

; η̃Lopt
α,i = (1 − α)η̃Lopt

i + α
1
m

, (11)

where α ∈ (0, 1).

Remark 2: For subsampling the probabilities given in equation (11) to satisfy
Assumption 1-4, we only need the condition given in equation (12) below. The
proofs are in Appendix E.

For some δ > 0,
1
m

m∑
i=1

∥xi,j∥4+δ = Op(1), for j = 1, . . . , d. (12)

We summarize the practical implementation in a two-step procedure
below.

4. Optimal subsampling methods: In Step 1, use the uniform subsam-
pling method to select a pilot subsample of size r0 and use it to obtain
pilot estimates β0 and ξ0. Use equation (11) to get the approximated opti-
mal subsampling distribution {η̃opt

α,i }m
i=1 or {η̃Lopt

α,i }m
i=1, respectively. In Step

2, sample with replacement to obtain another subsample of size r using
{η̃opt

α,i }m
i=1 or {η̃Lopt

α,i }m
i=1, obtained in Step 1. The subsample estimators

(β̃′
, ξ̃

′)′ are calculated using the combined subsamples from both steps.

4 Simulation Results and Analysis
In this section, we use simulated data to evaluate and compare the performance
of different subsampling methods. We set the total number of subjects to
be m = 5000, the number of measurements for each subject to be n = 4.
We generated data from model (1) by setting the true value of β to be a
5 × 1 vector such that β = (50, 75, 100, 125, 150)′. The random error vectors
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εi’s were generated from a multivariate normal distribution with mean 0 and
variance-covariance matrix V = σ2 ((1 − ρ)I4 + ρJ4) with σ2 = 2 and ρ = 0.6.

To evaluate the effect of the covariates on the subsampling methods, we
considered four different distributions when generating Xi’s. Let Ωx = I5 ⊗Ω,
where ⊗ is the Kronecker product and Ω is a square matrix with Ωu,v =
2 × 0.6I(u ̸=v) for u, v = 1, ..., 4. The following distributions of vec(Xi)’s were
used to generate Xi’s.

1. Multivariate Normal: N (0, Ωx).
2. Mixture Normal: 1/2N (0, Ωx) + 1/2N (0, 4Ωx).
3. T3: A multivariate t distribution with degrees of freedom 3, T3(0, Ωx).
4. T2: A multivariate t distribution with degrees of freedom 2, T2(0, Ωx).

To evaluate the performance of different subsampling methods, we first calcu-
lated the full data MLE, denoted as (β̂′

, ξ̂
′)′. For each subsampling procedure,

we calculated the empirical MSEs of (β̃′
, ξ̃

′)′ from 500 repetitions of the
simulation using

MSE = 1
500

500∑
s=1

∥∥∥(β̃(s)′
, ξ̃

(s)′)′ − (β̂′
, ξ̂

′)′
∥∥∥2

,

where (β̃(s)′
, ξ̃

(s)′)′ is the subsample estimate in the s-th repetition. For the
gradient-based subsampling and the optimal subsampling methods, we set the
first step sample size r0 = 80, and set the second step subsample sizes to
r = 50, 100, 200, 400, 600, and 800. For fair comparisons, the subsample size
for uniform and leverage subsampling methods were set to be r0 + r.

Figure 1 presents the MSEs of (β̃′
, ξ̃

′)′ from different subsampling methods.
The MSEs from the optimal subsampling method are the smallest among all
the subsampling methods. This agrees with the theoretical result which shows
that the optimal subsampling method minimizes the AMSE of (β̃′

, ξ̃
′)′.
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(a) Multivariate Normal
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(b) Mixture Normal
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(c) T3
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(d) T2

Fig. 1: MSEs of (β̃′
, ξ̃

′)′ for different second step subsample sizes r, with the
first step subsample size being fixed at r0 = 80.

In addition to the results shown in Figure 1 where the MSEs are for the
entire parameter vector θ = (β′, ξ′)′, we also calculated the MSEs for β̃ and
ξ̃ separately. The three columns in Figure 2 are for the MSEs of θ̃, β̃, and
ξ̃, respectively. For a fair comparison, we use the same scale for their y-axes.
To make the difference in β̃ more clear, we have also created Figure 3 that
contains MSEs for β̃ only.

It is seen that the MSEs of θ̃ are dominated by the contribution from
the covariance parameter estimator ξ̃. Thus, a method that performs well
in approximating ξ̂ usually has an overall better performance. Also, there
appears to be a trade-off between the MSEs of β̃ and the MSEs of ξ̃; subsam-
pling methods yielding smaller MSEs of β̃ (leverage-based and gradient-based
methods) tend to have larger MSEs of ξ̃.



Springer Nature 2021 LATEX template

12 Subsampling in Longitudinal Models

1

1

1

1

1
1

200 400 600 800

0.
00

0.
01

0.
02

0.
03

0.
04

MSEs of θ~

r

F
ul

l M
S

E
2

2

2

2

2

2

3

3

3

3

3

3

4

4

4

4

4
4

1
2
3
4

Uniform
Leverage
Gradient
optimal

1

1

1

1
1 1

200 400 600 800

0.
00

0.
01

0.
02

0.
03

0.
04

MSEs of β~

r

be
ta

 M
S

E

2

2

2

2 2 2

3

3

3
3

3 3

4

4

4

4
4 4

1
2
3
4

Uniform
Leverage
Gradient
optimal

1

1

1

1

1
1

200 400 600 800

0.
00

0.
01

0.
02

0.
03

0.
04

MSEs of ξ
~

r

xi
 M

S
E

2

2

2

2

2
2

3

3

3

3

3

3

4

4

4

4

4
4

1
2
3
4

Uniform
Leverage
Gradient
optimal

(a) Multivariate Normal
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(b) Mixture Normal
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(c) T3
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Fig. 2: Decomposition of MSEs of θ̃ = (β̃′

, ξ̃
′)′.
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(a) Multivariate Normal

1

1

1

1

1
1

200 400 600 800

0.
00

0
0.

00
1

0.
00

2
0.

00
3

0.
00

4

r

be
ta

 M
S

E

2

2

2

2
2

2

3

3

3

3

3
3

4

4

4

4

4
4

1
2
3
4

Uniform
Leverage
Gradient
Optimal

(b) Mixture Normal
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(c) T3
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(d) T2

Fig. 3: MSEs of β̃ for different second step subsample sizes r, with the first
step subsample size being fixed at r0 = 80.

The trade-off between the MSEs of β̃ and the MSEs of ξ̃ can help us choose
which subsampling method to use in practice. For example, if the primary
interest is to approximate β̂ as precisely as possible and ξ̂ is not of interest,
then the widely used leverage-based subsampling method or the gradient-based
subsampling method are appropriate. However, they are not recommended if
better approximation of ξ̂ is of interest.

Also, from Theorem 3, we see that the gradient subsampling method min-
imizes the AMSE of Tθ̃ with T = M̈m(β̂, ξ̂). To verify this, we have also
calculated the MSEs of M̈m(β̂, ξ̂)θ̃ in Figure 4. It is seen that the gradient
method has the smallest MSEs for all the four cases.
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(a) Multivariate Normal
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(b) Mixture Normal
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(c) T3
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Fig. 4: MSEs of M̈mθ̃ with r0 = 80 and different r.

5 Discussion
In this paper, we discussed several subsampling algorithms in longitudinal
models with a balanced design. In order to get a better subsample estimators
of the vector of the model parameters, we proposed the optimal subsampling
probabilities and provided a two-step procedure for practical implementation.
Furthermore, we conducted numerical experiments to compare the perfor-
mances of different subsampling methods, which confirmed the theoretical
result that the optimal subsampling method should yield a better approxi-
mation to the full data MLE. We also discussed how to adjust the optimal
subsampling probabilities if the primary interest of is a linear transformation
of the entire parameter vector.

In this paper, we have assumed a balanced design. However, because of the
covariance structure we imposed on the error terms, our subsampling algo-
rithms can be easily extended to the scenario with an unbalanced design or
missing values. For the compound symmetric correlation structure, as we can
see from (2), the correlations between any two observations on the same sub-
ject are the same. With this property, although unbalanced designs or missing
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values will lead to different correlation matrices Vi’s for different subjects,
the difference depends on i only through ni. Specifically, for a subject with ni

observations, the covariance is

Vi(ξ) = σ2 ((1 − ρ)Ini + ρJni) , ξ = (σ2, ρ)′.

In this case, to calculate the optimal subsampling probabilities and perform
the Fisher scoring algorithm, we can simply replace V and n by Vi and ni in
the corresponding equations.

The above extensions to unbalanced designs and the situation with missing
values rely on the special correlation structure we have assumed. In general,
extensions to more complex designs require more assumptions. For example,
if we assume the covariance structure for the error terms to be auto-regressive
of order one (AR(1)), we will need to assume that the observation times for
each subject are discrete and equally-spaced time points. For more compli-
cated designs, for example, when different subjects have different measurement
times, the model we have specified in (1) may not be appropriate. Since these
designs are also common in practice, future research to extend the optimal
subsampling method to account for more complex designs is important.
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Appendix A Expressions of ṗ and p̈

ṗ(Xi, yi; β, ξ) =


X′

i

(
I− ρ

1+(n−1)ρ
J
)

(yi−Xiβ)
σ2(1−ρ)

(yi−Xiβ)′
(

I− ρ
1+(n−1)ρ

J
)

(yi−Xiβ)
2σ4(1−ρ) − n

2σ2

(yi−Xiβ)′
(

1+(n−1)ρ2

(1+(n−1)ρ)2 J−I
)

(yi−Xiβ)

2σ2(1−ρ)2 + n(n−1)ρ
2(1−ρ)(1+(n−1)ρ)

 .

From the above, we have

∥ṗi∥ =
(∥∥∥X′

i

(
I − ρ̂

1+(n−1)ρ̂ J
)

ei

∥∥∥2

σ̂4(1 − ρ̂)2 +

(
e′

i

(
I − ρ̂

1+(n−1)ρ̂ J
)

ei

)2

4σ̂8(1 − ρ̂)2
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−
n
(

e′
i

(
I − ρ̂

1+(n−1)ρ̂ J
)

ei

)
2σ̂6(1 − ρ̂) + n2

4σ̂4

+

(
e′

i

(
1+ρ2(n−1)

(1+(n−1)ρ)2 J − I
)

ei

)2

4σ̂4(1 − ρ̂)4 +
n(n − 1)ρ̂

(
e′

i

(
1+ρ̂2(n−1)

(1+(n−1)ρ)2 J − I
)

ei

)
2σ̂2(1 − ρ̂)3(1 + (n − 1)ρ̂)

+ n2(n − 1)2ρ̂

4(1 − ρ̂)2(1 + (n − 1)ρ̂)2

)1/2

.

Hence, ∥ṗi∥ is bounded above and below such that

∥ṗi∥ ≥

∥∥∥∥X′
i

(
I − ρ̂

1+(n−1)ρ̂ J
)

ei

∥∥∥∥
σ̂2(1 − ρ̂) ,

and

∥ṗi∥ ≤
(∥∥∥X′

i

(
I − ρ̂

1+(n−1)ρ̂ J
)

ei

∥∥∥2

σ̂4(1 − ρ̂)2 +

(
e′

i

(
I − ρ̂

1+(n−1)ρ̂ J
)

ei

)2

4σ̂8(1 − ρ̂)2

+ n2

4σ̂4 +

(
e′

i

(
1+ρ2(n−1)

(1+(n−1)ρ)2 J − I
)

ei

)2

4σ̂4(1 − ρ̂)4 + n2(n − 1)2ρ̂

4(1 − ρ̂)2(1 + (n − 1)ρ̂)2

)1/2

.

(A1)

p̈(Xi, yi; β, ξ) =


∂2pi

∂β∂β′
∂2pi

∂β∂σ2
∂2pi

∂β∂ρ
∂2pi

∂σ2∂β′
∂2pi

∂σ4
∂2pi

∂σ2∂ρ
∂2pi

∂ρ∂β′
∂2pi

∂ρ∂σ2
∂2pi

∂ρ2

 ,

where

∂2pi

∂β∂β′ = −
X′

i

(
I − ρ

1+(n−1)ρ J
)

Xi

σ2(1 − ρ) ,
∂2pi

∂β∂σ2 = −
X′

i

(
I − ρ

1+(n−1)ρ J
)

(yi − Xiβ)
σ4(1 − ρ) ,

∂2pi

∂β∂ρ
= −

X′
i

(
1+(n−1)ρ2

(1+(n−1)ρ)2 J − I
)

(yi − Xiβ)
σ2(1 − ρ)2 ,

∂2pi

∂σ4 = −
(yi − Xiβ)′

(
I − ρ

1+(n−1)ρ J
)

(yi − Xiβ)
σ6(1 − ρ) + n

2σ4 ,

∂2pi

∂σ2∂ρ
=

(yi − Xiβ)′
(

1+(n−1)ρ2

(1+(n−1)ρ)2 J − I
)

(yi − Xiβ)
2σ4(1 − ρ)2 ,

∂2pi

∂ρ2 =
(yi − Xiβ)′

(
I −

[
n−2ρ

(1+(n−1)ρ)2 − 2−ρ
1+(n−1)ρ − ρn2

(1+(n−1)ρ)3

]
J
)

(yi − Xiβ)
σ2(1 − ρ)3
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− n(n − 1)(1 + (n − 1)ρ2)
2(1 − ρ)2((1 + (n − 1)ρ))2 .

Appendix B Proof of Theorem 1
We first introduce additional notations that will be used later:

Ṁm(β, ξ) = 1
m

m∑
i=1

ṗ(Xi, yi; β, ξ),

Ṁ∗
r(β, ξ) = 1

r

r∑
i=1

ṗ(X∗
i , y∗

i , β, ξ)
mη∗

i

, M̈∗
r(β, ξ) = 1

r

r∑
i=1

p̈(X∗
i , y∗

i , β, ξ)
mη∗

i

.

We begin by establishing a lemma that will be used in the proof of Theorem 1.
Recall that Dm denotes the full data.

Lemma 1
M̈∗

r(β̂, ξ̂) − M̈m(β̂, ξ̂) = Op|Dm
(r−1/2) = op|Dm

(1) .

Proof By direct calculation, we have

E[M̈∗
r(β̂, ξ̂) | Dm] = M̈m(β̂, ξ̂) .

Let M̈∗j1j2
r (β̂, ξ̂) be the (j1, j2)-th entry of the matrix M̈∗

r(β̂, ξ̂), M̈j1j2
m (β̂, ξ̂) be

the (j1, j2)-th entry of the matrix M̈m(β̂, ξ̂) and V̂ be V evaluated at ξ̂.
For 1 ≤ j1, j2 ≤ d,

V(M̈∗j1,j2
r | Dm) = 1

r

m∑
i=1

ηi

(
−

x′
i,j1 V̂−1xi,j2

mηi
− M̈j1,j2

m

)2

= 1
rm2

m∑
i=1

(
−x′

i,j1 V̂−1xi,j2

)2

ηi
− 1

r

(
M̈j1,j2

m

)2

≤ 1
rm2

m∑
i=1

(
x′

i,j1 V̂−1xi,j2

)2

ηi

= Op(r−1) ,

where the last equality is from Assumption 1.
For 1 ≤ j1 ≤ d, j2 = d + 1,

V(M̈∗j1j2
r (β̂, ξ̂) | Dm) = 1

r

m∑
i=1

ηi

(
−

x′
i,j1 V̂−1 ∂V̂

∂σ2 V̂−1ei

mηi
− M̈j1,j2

m (β̂, ξ̂)

)2

= 1
rm2

m∑
i=1

(
−x′

i,j1 V̂−1 ∂V̂
∂σ2 V̂−1ei

)2

ηi
− 1

r

(
M̈j1,j2

m (β̂, ξ̂)
)2
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≤ 1
rm2

m∑
i=1

(
x′

i,j1 V̂−1 ∂V̂
∂σ2 V̂−1ei

)2

ηi

= Op(r−1) ,

where the last equality is from Assumptions 1 and 2, and by using the Cauchy-
Schwarz inequality.

For 1 ≤ j1 ≤ d, j2 = d + 2,

V(M̈∗j1j2
r (β̂, ξ̂) | Dm) = 1

r

m∑
i=1

ηi

(
−

x′
i,j1 V̂−1 ∂V̂

∂ρ V̂−1ei

mηi
− M̈j1,j2

m (β̂, ξ̂)

)2

= 1
rm2

m∑
i=1

(
−x′

i,j1 V̂−1 ∂V̂
∂ρ V̂−1ei

)2

ηi
− 1

r

(
M̈j1,j2

m (β̂, ξ̂)
)2

≤ 1
rm2

m∑
i=1

(
x′

i,j1 V̂−1 ∂V̂
∂ρ V̂−1ei

)2

ηi

= Op(r−1) ,

where the last equality is from Assumptions 1 and 2, and by using the Cauchy-
Schwarz inequality. Since M̈∗

r(β̂, ξ̂) is symmetric, its (j1, j2)-th entry when d + 1 ≤
j1 ≤ d + 2, 1 ≤ j2 ≤ d is also Op(r−1).

For d + 1 ≤ j1, j2 ≤ d + 2,

V(M̈∗j1j2
r (β̂, ξ̂) | Dm)

= 1
r

m∑
i=1

ηi

(
−

2e′
i(Dj2 Dj1 − Ḋ)V̂−1ei − tr

(
Dj1 Dj2 − Ḋ

)
2mηi

− M̈j1,j2
m (β̂, ξ̂)

)2

= 1
r

m∑
i=1

ηi

(
−

2e′
i(Dj2 Dj1 − Ḋ)V̂−1ei − tr

(
Dj1 Dj2 − Ḋ

)
2mηi

)2

− 1
r

(
M̈j1,j2

m

)2

≤ 1
rm2

m∑
i=1

ηi

(
−

2e′
i(Dj2 Dj1 − Ḋ)V̂−1ei − tr

(
Dj1 Dj2 − Ḋ

)
2ηi

)2

= Op(r−1) ,

where Dj1 = V̂−1 ∂V̂
∂ξj1−d

, Dj2 = V̂−1 ∂V̂
∂ξj2−d

, Ḋ = V̂−1 ∂2V̂
∂ξj1−d∂ξj2−d

and the last
equality is from Assumption 2.

Then, by Markov’s inequality, for any ε > 0

M̈∗
r(β̂, ξ̂) − M̈m(β̂, ξ̂) = Op|Dm

(r−1/2) = op|Dm
(1) .

□

Now, we prove Theorem 1. By direct calculation, we have for any (β′, ξ′)′,

E [M∗
r(β, ξ) | Dm] = Mm(β, ξ) .
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Also, we have

P (|M∗
r(β, ξ) − Mm(β, ξ)| ≥ ϵ | Dm) ≤ V [M∗

r(β, ξ)]
ϵ2

= 1
ϵ2r

 1
m2

m∑
i=1

p2(Xi, yi, β, ξ)
ηi

−
(

1
m

m∑
i=1

p(Xi, yi, β, ξ)
)2


≤ 1
rm2ϵ2

m∑
i=1

p2(Xi, yi, β, ξ)
ηi

= 1
rm2ϵ2

m∑
i=1

(
C + (yi−Xiβ)′V−1(yi−Xiβ)

2

)2

ηi

= 1
rm2ϵ2

m∑
i=1

(
C + (ei+Xi(β̂−β))′V−1(ei+Xi(β̂−β))

2

)2

ηi

= 1
r

(
1

m2ϵ2

m∑
i=1

C2

ηi
+ 1

m2ϵ2

m∑
i=1

C
(

(ei + Xi(β̂ − β))′V−1(ei + Xi(β̂ − β))
)

ηi

+ 1
m2ϵ2

m∑
i=1

(
(ei + Xi(β̂ − β))′V−1(ei + Xi(β̂ − β))

)2

4ηi

)
,

where

C = n

2 log 2πσ2 + 1
2 log [(1 + (n − 1)ρ)] + n − 1

2 log (1 − ρ) .

From Assumption 1 and the fact that xi,1 = 1, we have

1
m2

m∑
i=1

∥xi,1∥4

ηi
= n2

m

m∑
i=1

1
mηi

= Op(1). (B2)

As discussed in Remark 1, if the model does not include an intercept term, we
need to assume that

1
m

m∑
i=1

1
mηi

= Op(1).

Also,

1
m2ϵ2

m∑
i=1

C
(

(ei + Xi(β̂ − β))′V−1(ei + Xi(β̂ − β))
)

ηi

= 1
ϵ2

(
1

m2

m∑
i=1

Ce′
iV−1ei

ηi
+ 1

m2

m∑
i=1

2Ce′
iV−1Xi(β̂ − β)

ηi

+ 1
m2

m∑
i=1

C(β̂ − β)′X′
iV−1Xi(β̂ − β)
ηi

)
= OP (1) ,
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From Assumption 1 and 2, we have

1
m2

m∑
i=1

Ce′
iV−1ei

ηi
= OP (1); 1

m2

m∑
i=1

C(β̂ − β)′X′
iV−1Xi(β̂ − β)
ηi

= OP (1) .

(B3)
Using Assumption 1 and 2 and by using the Cauchy-Schwarz inequality, we
have

1
m2

m∑
i=1

e′
ixi,j

ηi
≤ 1

m2

m∑
i=1

|e′
ixi,j |
ηi

≤

√√√√ 1
m2

m∑
i=1

∥ei∥2

ηi

1
m2

m∑
i=1

∥xi,j∥2

ηi
= OP (1) .

So,
1

m2

m∑
i=1

2Ce′
iV−1Xi(β̂ − β)

ηi
= OP (1) . (B4)

Combing (B3) and (B4), we have

1
m2ϵ2

m∑
i=1

C
(

(ei + Xi(β̂ − β))′V−1(ei + Xi(β̂ − β))
)

ηi
= OP (1) . (B5)

Similarly,

1
m2ϵ2

m∑
i=1

(
(ei + Xi(β̂ − β))′V−1(ei + Xi(β̂ − β))

)2

4ηi

= 1
4ϵ2

(
1

m2

m∑
i=1

(
e′

iV−1ei

)2

ηi
+ 1

m2

m∑
i=1

4
(

e′
iV−1Xi(β̂ − β)

)2

ηi

+ 1
m2

m∑
i=1

(
(β̂ − β)′X′

iV−1Xi(β̂ − β)
)2

ηi
+ 1

m2

m∑
i=1

4e′
iV−1Xi(β̂ − β)e′

iV−1ei

ηi

+ 1
m2

m∑
i=1

4(β̂ − β)′X′
iV−1Xi(β̂ − β)e′

iV−1Xi(β̂ − β)
ηi

+ 1
m2

m∑
i=1

4(β̂ − β)′X′
iV−1Xi(β̂ − β)e′

iV−1ei

ηi

)
= OP (1) ,

From Assumption 1 and 2, we have

1
m2

m∑
i=1

(
e′

iV−1ei

)2

ηi
= OP (1); 1

m2

m∑
i=1

(
(β̂ − β)′X′

iV−1Xi(β̂ − β)
)2

ηi
= OP (1) .

(B6)
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Using Assumption 1 and 2 and by using the Cauchy-Schwarz inequality, we
have

1
m2

m∑
i=1

(e′
ixi,j)2

ηi
≤ 1

m2

m∑
i=1

∥ei∥2∥xi,j∥2

ηi
≤

√√√√ 1
m2

m∑
i=1

∥ei∥4

ηi

1
m2

m∑
i=1

∥xi,j∥4

ηi
= OP (1) .

So,

1
m2

m∑
i=1

4
(

e′
iV−1Xi(β̂ − β)

)2

ηi
= OP (1) . (B7)

Then, using (B6), (B7) and Cauchy-Schwarz inequality, we have

1
m2

m∑
i=1

4e′
iV−1Xi(β̂ − β)e′

iV−1ei

ηi

≤ 4

√√√√√ 1
m2

m∑
i=1

(
e′

iV−1Xi(β̂ − β)
)2

ηi

1
m2

m∑
i=1

(e′
iV−1ei)2

ηi

= OP (1) ,

(B8)

1
m2

m∑
i=1

4(β̂ − β)′X′
iV−1Xi(β̂ − β)e′

iV−1Xi(β̂ − β)
ηi

≤ 4

√√√√√ 1
m2

m∑
i=1

(
(β̂ − β)′X′

iV−1Xi(β̂ − β)
)2

ηi

1
m2

m∑
i=1

(
e′

iV−1Xi(β̂ − β)
)2

ηi

= OP (1) ,

(B9)

1
m2

m∑
i=1

4(β̂ − β)′X′
iV−1Xi(β̂ − β)e′

iV−1ei

ηi

≤ 4

√√√√√ 1
m2

m∑
i=1

(
(β̂ − β)′X′

iV−1Xi(β̂ − β)
)2

ηi

1
m2

m∑
i=1

(e′
iV−1ei)2

ηi

= OP (1) ,

(B10)
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Combing (B6), (B7), (B8), (B9) and (B10), we have

1
m2ϵ2

m∑
i=1

(
(ei + Xi(β̂ − β))′V−1(ei + Xi(β̂ − β))

)2

4ηi
= OP (1) . (B11)

So, combing (B2), (B5), and (B11) the above, we have

P (|M∗
r(β, ξ) − Mm(β, ξ)| ≥ ϵ | Dm) = Op|Dm

(r−1) = op|Dm
(1) .

Therefore, M∗
r(β, ξ) − Mm(β, ξ) → 0 in conditional probability given

Dm. Note that the parameter space is compact and (β̂′
, ξ̂

′)′ is the unique
global maximum of the continuous function ℓ(β, ξ). Thus, from Theorem 5.9
and corresponding remark in van der Vaart (1998), conditionally on Dm in
probability, ∥∥∥∥β̃ − β̂

ξ̃ − ξ̂

∥∥∥∥ = op|Dm
(1) .

The consistency ensures that (β̃′
, ξ̃

′)′ is close to (β̂′
, ξ̂

′)′ provided r is large.
Applying Taylor expansion on M∗

r(β̃, ξ̃) at (β̂, ξ̂), we have

0 = Ṁ∗
r(β̃, ξ̃) = Ṁ∗

r(β̂, ξ̂) + M̈∗
r(β̂, ξ̂)

([
β̃ − β̂

ξ̃ − ξ̂

])
+ R .

Letting Ṁ∗j

r (β, ξ) be the j-th component of Ṁ∗
r(β, ξ), we have:

0 = Ṁ∗j

r (β̃, ξ̃) = Ṁ∗j

r (β̂, ξ̂) + M̈∗j
r (β̂, ξ̂)

([
β̃ − β̂

ξ̃ − ξ̂

])
+ Rj ,

where

Rj =
([

β̃ − β̂

ξ̃ − ξ̂

])′ ∫ 1

0

∫ 1

0

∂2Ṁ∗j

r (θ̂ + uv(θ̃ − θ̂))
∂θ∂θ′ vdudv

([
β̃ − β̂

ξ̃ − ξ̂

])
=
([

β̃ − β̂

ξ̃ − ξ̂

])′ ∫ 1

0

∫ 1

0

1
r

r∑
i=1

1
mη∗

i

∂2ṗj(X∗
i , y∗

i , , θ̂ + uv(θ̃ − θ̂))
∂θ∂θ′ vdudv

([
β̃ − β̂

ξ̃ − ξ̂

])
,

θ̂ = (β̂′
, ξ̂

′)′, θ̃ = (β̃′
, ξ̃

′)′, and

∂2ṗj(x∗
i , y∗

i , β̂, ξ̂)
∂θ∂θ′ =

[
∂2ṗj

∂β∂β′
∂2ṗj

∂β∂ξ′

∂2ṗj

∂ξ∂β′
∂2ṗj

∂ξ∂ξ′

]
.
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For 1 ≤ j ≤ d,

Ṁ∗j

r (β̂, ξ̂) = 1
r

r∑
i=1

x∗
i,j

′V̂−1(y∗
i − x∗

i β̂)
η∗

i

.

For j = d + 1,

Ṁ∗j

r (β̂, ξ̂) = 1
r

r∑
i=1

tr
[
V̂−1

(
(y∗

i − x∗
i β̂)(y∗

i − x∗
i β̂)′ − V(ξ̂)

)
V̂−1 ∂V̂

∂σ2

]
2η∗

i

.

For j = d + 2,

Ṁ∗j

r (β̂, ξ̂) = 1
r

r∑
i=1

tr
[
V̂−1

(
(y∗

i − x∗
i β̂)(y∗

i − x∗
i β̂)′ − V̂

)
V̂−1 ∂V̂

∂ρ

]
2η∗

i

.

Define:
A = −V̂−1 ∂V̂

∂σ2 V̂−1 , B = −V̂−1 ∂V̂
∂ρ

V̂−1 ,

Ȧ1 = ∂

∂σ2 A = −
(

2A ∂V̂
∂σ2 V̂−1 + V̂−1 ∂2V̂

∂σ4 V̂−1

)
,

Ȧ2 = ∂

∂ρ
A = −

(
B ∂V̂

∂σ2 V̂−1 + V̂−1 ∂V̂2

∂σ2ρ
V̂−1 + V̂−1 ∂V̂

∂σ2 B
)

,

Ḃ1 = ∂

∂σ2 B = Ȧ2 , Ḃ2 = ∂

∂ρ
B = −

(
2B∂V̂

∂ρ
V̂−1 + V̂−1 ∂2V̂

∂ρ2 V̂−1

)
,

Ä11 = ∂

∂σ2 Ȧ1 = −
(

2Ȧ1
∂V̂
∂σ2 V̂−1 + 3A∂2V̂

∂σ4 V̂−1 + 2A ∂V̂
∂σ2 A

+V̂−1 ∂V̂3

∂σ6 V̂−1 + V̂−1 ∂V̂2

∂σ4 A
)

,

Ä12 = ∂

∂ρ
Ȧ1 = −

(
2Ȧ2

∂V̂
∂σ2 V̂−1 + 2A ∂2V̂

∂σ2∂ρ
V̂−1 + 2A ∂V̂

∂σ2 B

+B∂V̂2

∂σ4 V̂−1 + V̂−1 ∂V̂3

∂σ4∂ρ
V̂−1 + V̂−1 ∂V̂2

∂σ4 B
)

,
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Ä21 = ∂

∂σ2 Ȧ2 = Ä12 , B̈12 = ∂

∂ρ
Ḃ1 = B̈21 ,

Ä22 = ∂

∂ρ
Ȧ2 = −

(
Ḃ2

∂V̂
∂σ2 V̂−1 + 2B ∂2V̂

∂σ2∂ρ
V̂−1 + 2B ∂V̂

∂σ2 B

+V̂−1 ∂V̂3

∂σ4∂ρ
V̂−1 + 2V̂−1 ∂V̂2

∂σ2∂ρ
B + V̂−1 ∂

∂σ2 Ḃ2

)
,

B̈11 = ∂

∂σ2 Ḃ1 = −
(

Ȧ1
∂V̂
∂ρ

V̂−1 + 2A ∂2V̂
∂ρ∂σ2 V̂−1 + 2A∂V̂

∂ρ
A

+V̂−1 ∂V̂3

∂ρ∂σ4 V̂−1 + 2V̂−1 ∂V̂2

∂ρ∂σ2 A + V̂−1 ∂

∂ρ
Ȧ1

)
,

B̈21 = ∂

∂σ2 Ḃ2 = −
(

2Ḃ1
∂V̂
∂ρ

V̂−1 + 2B ∂2V̂
∂ρ∂σ2 V̂−1 + 2B∂V̂

∂ρ
A

+A∂V̂2

∂ρ2 V̂−1 + V̂−1 ∂V̂3

∂ρ2∂σ2 V̂−1 + V̂−1 ∂V̂2

∂ρ2 A
)

,

B̈22 = ∂

∂ρ
Ḃ2 = −

(
2Ḃ2

∂V̂
∂ρ

V̂−1 + 3B∂2V̂
∂ρ2 V̂−1 + 2B∂V̂

∂ρ
B

+V̂−1 ∂V̂3

∂ρ3 V̂−1 + V̂−1 ∂V̂2

∂ρ2 B
)

.

Note, given the structure of the covariance matrix V as compound sym-
metric, A, Ȧ1, Ȧ2, Ä11, Ä12, Ä21, Ä22, and B, Ḃ1, Ḃ2, B̈11, B̈12, B̈21, B̈22
are all finite.

Then, for 1 ≤ j ≤ d,

∂2Ṁ∗j

r (θ̂)
∂θ∂θ′ = 1

r

r∑
i=1

1
η∗

i

 ∂2ṗj
i

∂β∂β′
ṗj

i

∂β∂ξ′

ṗj
i

∂ξ∂β′
ṗj

i

∂ξ∂ξ′


= 1

r

r∑
i=1

1
η∗

i

 0 X∗
i

′Ax∗
i,j X∗

i
′Ax∗

i,j

x∗
i,j

′AX∗
i x∗

i,j
′Ȧ1ε∗

i x∗
i,j

′Ȧ2ε∗
i

x∗
i,j

′BX∗
i x∗

i,j
′Ḃ1ε∗

i x∗
i,j

′Ḃ2ε∗
i

 .



Springer Nature 2021 LATEX template

Subsampling in Longitudinal Models 25

For any matrix Q whose components are finite,

P

(∥∥∥∥∫ 1

0

∫ 1

0

1
mr

r∑
i=1

X∗
i

′Qx∗
i,j

η∗
i

vdudv

∥∥∥∥ ≥ α

∣∣∣∣Dm

)

= P

(∥∥∥∥ 1
2mr

r∑
i=1

X∗
i

′Qx∗
i,j

η∗
i

∥∥∥∥ ≥ α

∣∣∣∣Dm

)

≤ 1
2mrα

r∑
i=1

E

[
X∗

i
′Qx∗

i,j

η∗
i

]
= 1

2mα

m∑
i=1

X′
iQxi,j = Op(1) ,

where the last equality is from Assumption 1. We then have

Rj =
∥∥∥∥ ∫ 1

0

∫ 1

0

∂2Ṁ∗j

r (θ̂)
∂θ∂θ′ vdudv

∥∥∥∥ = Op|Dm
(∥θ̃ − θ̂∥2) = oP |Dm

(1) .

For j = d + 1

∂2Ṁ∗j

r (θ)
∂θ∂θ′ = 1

r

r∑
i=1

1
η∗

i

[
∂2ṗj

∂β∂β′
ṗj

∂β∂ξ′

ṗj

∂ξ∂β′
ṗj

∂ξ∂ξ′

]

= 1
r

r∑
i=1

1
η∗

i

X∗
i

′AX∗
i X∗

i
′Ȧ1e∗

i X∗
i

′Ȧ2e∗
i

e∗′

i Ȧ1X∗
i K∗d+1

r2,2 K∗d+1
r2,3

e∗′

i Ȧ2X∗
i K∗d+1

r2,2 K∗d+1
r3,3

 ,

where

K∗d+1
r2,2 = 1

2tr
(

e∗′

i Ä11e∗
i − Ȧ1

∂V̂
∂σ2 − 2A∂2V̂

∂σ4 − V̂−1 ∂3V̂
∂σ6

)
,

K∗d+1
r2,3 = 1

2tr
(

e∗′

i Ä12e∗
i − Ȧ2

∂V̂
∂σ2 − A ∂2V̂

∂σ2∂ρ
− B∂2V̂

∂σ4 − V̂−1 ∂3V̂
∂σ4∂ρ

)
,

and

K∗d+1
r3,3 = 1

2tr
(

e∗′

i Ä22e∗
i − Ḃ2

∂V̂
∂σ2 − 2B ∂2V̂

∂σ2∂ρ
− V̂−1 ∂3V̂

∂σ4∂ρ

)
.

For any matrix Q whose components are finite,

P

(∥∥∥∥∫ 1

0

∫ 1

0

1
mr

r∑
i=1

X∗
i

′Qe∗
i

η∗
i

vdudv

∥∥∥∥ ≥ α

∣∣∣∣Dm

)

= P

(∥∥∥∥ 1
2mr

r∑
i=1

X∗
i

′Qe∗
i

η∗
i

∥∥∥∥geα

∣∣∣∣Dm

)
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≤ 1
2mrα

r∑
i=1

E
[

X∗
i

′Qe∗
i

η∗
i

]

= 1
2mα

m∑
i=1

X′
iQei = Op(1) ,

where the last equality is from Assumptions 1 and 2 and by using the Cauchy-
Schwarz inequality. Also,

P

(∥∥∥∥∫ 1

0

∫ 1

0

1
mr

r∑
i=1

e∗′

i Qe∗
i

η∗
i

vdudv

∥∥∥∥ ≥ α

∣∣∣∣Dm

)

= P

(∥∥∥∥ 1
2mr

r∑
i=1

e∗′

i Qe∗
i

η∗
i

∥∥∥∥ ≥ α

∣∣∣∣Dm

)

≤ 1
2mrα

r∑
i=1

E

[
e∗′

i Qe∗
i

η∗
i

]

= 1
2mα

m∑
i=1

e′
iQei = Op|Dm

(1) ,

where the last equality is from Assumption 2, and we have

Rj =
∥∥∥∥ ∫ 1

0

∫ 1

0

∂2Ṁ∗j

r (θ̂)
∂θ∂θ′ vdudv

∥∥∥∥ = Op|Dm
(∥θ̃ − θ̂∥2) = oP |Dm

(1).

For j = d + 2

∂2Ṁ∗j

r (θ̂)
∂θ∂θ′ = 1

r

r∑
i=1

1
η∗

i

[
∂2ṗj

∂β∂β′
ṗj

∂β∂ξ′

ṗj

∂ξ∂β′
ṗj

∂ξ∂ξ′

]

= 1
r

r∑
i=1

1
η∗

i

X∗
i

′BX∗
i X∗

i
′Ḃ1e∗

i X∗
i

′Ḃ2e∗
i

e∗′

i Ḃ1X∗
i K∗d+2

r2,2 K∗d+2
r2,3

e∗′

i Ḃ2X∗
i K∗d+2

r2,3 K∗d+2
r3,3

 ,

where

K∗d+2
r2,2 = 1

2tr
(

e∗′

i B̈11e∗
i − Ȧ1

∂V̂
∂ρ

− 2A ∂2V̂
∂ρ∂σ2 − V̂−1 ∂3V̂

∂ρ∂σ4

)
,

K∗d+2
r2,3 = 1

2tr
(

e∗′

i B̈12e∗
i − Ȧ2

∂V̂
∂ρ

− A∂2V̂
∂ρ2 − B ∂2V̂

∂ρ∂σ2 − V̂−1 ∂3V̂
∂ρ∂σ2∂ρ

)
,

and

K∗d+2
r3,3 = 1

2tr
(

e∗′

i B̈22e∗
i − Ḃ2

∂V̂
∂ρ

− 2B∂2V̂
∂ρ2 − V̂−1 ∂3V̂

∂ρ3

)
.
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In this case, we similarly have

Rj =
∥∥∥∥ ∫ 1

0

∫ 1

0

∂2Ṁ∗j

r (θ̂)
∂θ∂θ′ vdudv

∥∥∥∥ = Op|Dm
(∥θ̃ − θ̂∥2) = oP |Dm

(1) .

Thus, [
β̃ − β̂

ξ̃ − ξ̂

]
=
[
−M̈∗

r(β̂, ξ̂)
]−1

Ṁ∗
r(β̂, ξ̂) + oP (1) .

Letting

τ i = 1
m


x∗

i
′V̂−1(y∗

i −x∗
i β̂)

η∗
i

tr
[

V̂−1((y∗
i −x∗

i β̂)(y∗
i −x∗

i β̂)′−V̂)V̂−1 ∂V̂
∂σ2

]
2η∗

i

tr
[

V̂−1((y∗
i −x∗

i β̂)(y∗
i −x∗

i β̂)′−V̂)V̂−1 ∂V̂
∂ρ

]
2η∗

i

 ,

we have
Ṁ∗

r(β̂, ξ̂) = 1
r

r∑
i=1

τ i .

Given the full data Dm, τ 1, . . . , τ r are i.i.d with

E[τ i] = 1
m

m∑
i=1


Xi

′V̂−1(yi − Xiβ̂)
tr
[

V̂−1((yi−Xiβ̂)(yi−Xiβ̂)′−V̂)V̂−1 ∂V̂
∂σ2

]
2

tr
[

V̂−1((yi−Xiβ̂)(yi−Xiβ̂)′−V̂)V̂−1 ∂V̂
∂ρ

]
2

 = 0 .

By Assumptions 1 and 2, we have

V(τ i | Dm) = 1
m2

m∑
i=1

ṗi(Xi, yi; β̂, ξ̂)ṗ′
i(Xi, yi; β̂, ξ̂))

ηi
= rΣc

= 1
m2

m∑
i=1

1
ηi

ṗiṗ′
i = Op(1) .

Meanwhile, for every α > 0 and some δ > 0,

r∑
i=1

E
[
∥r−1/2τ i∥21{∥τ i∥ > r1/2α}

∣∣Dm

]
= 1

r

r∑
i=1

E
[

∥τ i∥(2+δ)

∥τ i∥δ
1{∥τ i∥ > r1/2α}

∣∣Dm

]

≤ 1
r1+δ/2αδ

r∑
i=1

E
[
∥τ i∥2+δ1{∥τ i∥ > r1/2α} | Dm

]
≤ 1

r1+δ/2αδ

r∑
i=1

E
[
∥τ i∥2+δ | Dm

]
≤ 1

rδ/2αδm2+δ

m∑
i=1

∥ṗi∥2+δ

η1+δ
i
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= op(r−δ/2) = op(1) ,

where 1{·} is the indicator function, and the second last equality is from
Assumptions 3, 4 and equation (A1).

This shows that Lindeberg’s condition is satisfied in probability. Based on
the above result, by the Lindeberg-Feller central limit theorem, conditionally
on Dm,

Σ−1/2
c Ṁ∗

r(β̂, ξ̂) = 1
r1/2 {V(τ i | Dm)}−1/2

r∑
i=1

τ i → N (0, I(d+2)×(d+2)) .

Previously, we had[
β̃ − β̂

ξ̃ − ξ̂

]
=
[
−M̈∗

r(β̂, ξ̂)
]−1

Ṁ∗
r(β̂, ξ̂) + op(1).

Multiplying both sides by Σ−1/2 and using lemma 1 we have,

Σ−1/2
[
β̃ − β̂

ξ̃ − ξ̂

]
= Σ−1/2

[
−M̈∗

r(β̂, ξ̂)
]−1

Ṁ∗
r(β̂, ξ̂) + op(1)

= −Σ−1/2M̈−1
m (β̂, ξ̂)Ṁ∗

r(β̂, ξ̂)

− Σ−1/2
(

M̈∗−1
r (β̂, ξ̂) − M̈−1

m (β̂, ξ̂)
)

Ṁ∗
r(β̂, ξ̂) + op(1)

= −Σ−1/2M̈−1
m (β̂, ξ̂)Σ1/2

c Σ−1/2
c Ṁ∗

r(β̂, ξ̂) + op(1) .

Since
Σ−1/2M̈−1

m (β̂, ξ̂)Σ1/2
c

(
Σ−1/2M̈−1

m Σ1/2
c

)′
= I ,

applying Slutsky’s Theorem and we have

Σ−1/2
(

β̃ − β̂

ξ̃ − ξ̂

)
L−→ N (0, I) ,

Then, using the A-optimality, to minimize the MSE of
(

(β̃′
, ξ̃

′)′ − (β̂′
, ξ̂

′)
)

is
equivalent to minimizing the trace of Σ, so that,

tr(Σ) = tr
(

M̈−1
m (β̂, ξ̂)ΣcM̈−1

m (β̂, ξ̂)
)

= 1
r

tr
(

M̈−1
m (β̂, ξ̂)SS′M̈−1

m (β̂, ξ̂)
)

,

where

S =


X1′V̂−1(y1−X1β̂)

m
√

η1
...

Xm
′V̂−1(ym−Xmβ̂)

m
√

ηm

tr[V̂−1((y1−X1β̂)(y1−X1β̂)′−V̂)V̂−1 ∂V̂
∂σ2 ]

2m
√

η1
...

tr[V̂−1((ym−Xmβ̂)(ym−Xmβ̂)′−V̂)V̂−1 ∂V̂
∂σ2 ]

2m
√

ηm

tr[V̂−1((y1−X1β̂)(y1−X1β̂)′−V̂)V̂−1 ∂V̂
∂ρ ]

2m
√

η1
...

tr[V̂−1((ym−Xmβ̂)(ym−Xmβ̂)′−V̂)V̂−1 ∂V̂
∂ρ ]

2m
√

ηm
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= 1
m

[
ṗi√
η1

. . . ṗm√
ηm

]
,

and
M̈−1

m (β̂, ξ̂)S = 1
m

[
M̈−1

m (β̂, ξ̂) ṗi√
η1

. . . M̈−1
m (β̂, ξ̂) ṗm√

ηm

]
.

Appendix C Proof of Theorem 2

tr(Σ) = tr
(

M̈−1
m (β̂, ξ̂)ΣcM̈−1

m (β̂, ξ̂)
)

=
tr
(∑m

i=1
1
ηi

M̈−1
m (β̂, ξ̂)ṗiṗ′

iM̈−1
m (β̂, ξ̂)

)
rm2

= 1
rm2

m∑
i=1

tr
(

M̈−1
m (β̂, ξ̂)ṗiṗ′

iM̈−1
m (β̂, ξ̂)

ηi

)
= 1

rm2

m∑
i=1

∥M̈−1
m (β̂, ξ̂)ṗi∥2

ηi

= 1
rm2

m∑
i=1

ηi

m∑
i=1

∥M̈−1
m (β̂, ξ̂)ṗi∥2

ηi

≥ 1
rm2

(
m∑

i=1
∥M̈−1

m (β̂, ξ̂)ṗi∥
)2

,

where the last step is from the Cauchy-Schwarz inequality. Equality holds if
and only if ηi ∝ ∥M̈−1

m (β̂, ξ̂)ṗi∥.

Appendix D Proof of Theorem 3

tr(TΣT′) = tr
(

TM̈−1
m (β̂, ξ̂)ΣcM̈−1

m (β̂, ξ̂)T′
)

=
tr
(∑m

i=1
1
ηi

TM̈−1
m (β̂, ξ̂)ṗiṗ′

iM̈−1
m (β̂, ξ̂)T′

)
rm2

= 1
rm2

m∑
i=1

tr
(

TM̈−1
m (β̂, ξ̂)ṗiṗ′

iM̈−1
m (β̂, ξ̂)T′

ηi

)

= 1
rm2

m∑
i=1

∥TM̈−1
m (β̂, ξ̂)ṗi∥2

ηi

= 1
rm2

m∑
i=1

ηi

m∑
i=1

∥TM̈−1
m (β̂, ξ̂)ṗi∥2

ηi

≥ 1
rm2

(
m∑

i=1
∥TM̈−1

m (β̂, ξ̂)ṗi∥
)2

,

where the last step is from the Cauchy-Schwarz inequality. Equality holds if
and only if ηi ∝ ∥TM̈−1

m (β̂, ξ̂)ṗi∥.
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Appendix E Proof of Remark 2
To show the subsampling probabilities η̃opt

α,i in (11) satisfy Assumption 1 under
condition given in equation (12), plugging η̃opt

α,i in we have,
for 1 ≤ j ≤ d,

1
m2

m∑
i=1

∥xi,j∥4

η̃opt
α,i

≤ 1
m2

m∑
i=1

∥xi,j∥4

α
m

= 1
α

1
m

m∑
i=1

∥xi,j∥4 = Op(1).

To show the subsampling probabilities η̃opt
α,i in (11) satisfy Assumption 2 under

condition given in equation (12), plugging η̃opt
α,i in we have

1
m2

m∑
i=1

∥ei∥4

η̃opt
α,i

≤ 1
m2

m∑
i=1

∥ei∥4

α
m

= 1
α

1
m

m∑
i=1

∥ei∥4

= 1
α

1
m

m∑
i=1

∥Xiβ + εi − Xiβ̂∥4 ≤ 1
α

1
m

m∑
i=1

(
∥Xiβ − Xiβ̂∥ + ∥εi∥

)4

= Op(1).

To show the subsampling probabilities η̃opt
α,i in (11) satisfy Assumption 4

under condition given in equation (12), plugging η̃opt
α,i in we have,

for some δ > 0,

1
m2

m∑
i=1

∥ei∥4+2δ

(η̃opt
α,i )1+δ

≤ 1
m2

m∑
i=1

∥ei∥4+2δ

( α
m )1+δ

= mδ

α1+δ

1
m

m∑
i=1

∥ei∥4+2δ

= mδ

α1+δ

1
m

m∑
i=1

∥Xiβ + εi − Xiβ̂∥4+2δ

≤ mδ

α1+δ

1
m

m∑
i=1

(
∥Xiβ − Xiβ̂∥ + ∥εi∥

)4+2δ

= Op(1).

Using the above and equation (12), we can also show

1
m2

m∑
i=1

|x′
i,jei|2+δ

(η̃opt
α,i )1+δ

≤ 1
m2

m∑
i=1

|x′
i,jei|2+δ

( α
m )1+δ

= mδ

α1+δ

1
m

m∑
i=1

|x′
i,jei|2+δ

≤ mδ

α1+δ

√√√√ 1
m

m∑
i=1

∥xi,j∥4+2δ
1
m

m∑
i=1

∥ei∥4+δ

= Op(1).
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This shows that the subsampling probabilities η̃opt
α,i in (11) also satisfies

Assumption 3 under the condition given in equation (12).
Using similar procedures as above, we can show the subsampling probabil-

ities η̃Lopt
α,i in (11) satisfy Assumption 1-4 under condition given in equation

(12).
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