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Summary

•D-optimum design for mixed ordinal regression
•Fisher information
•No closed form integral of the marginal likelihood
•Quasi Fisher information related to quasi-likelihood
•Two approximations for the quasi Fisher information
•D-optimum design for the new approximations

Model Specification

•M ordered categories

•Yijk = (Y
(1)
ijk , Y

(2)
ijk , ..., Y

(M)
ijk )>

•N units; i = 1, ..., N

• t experimental settings per unit; j = 1, ..., t

•nij replication within each experimental setting; k =

1, ..., nij

•Latent utility Uijk: Uijk = f (xij)
>β+ h(xij)

>ζi+ εijk

•β fixed effect, ζi individual random effect

•Y (m)
ijk = 1 if γm−1 ≤ Uijk < γm, otherwise Y (m)

ijk = 0

•Thresholds γm: −∞ = γ0 < ... < γm−1 < γm < ... <

γM =∞
•xij is the explanatory variable

•δ(m)
j (ζi) = γm − (f (xij)

>β + h(xij)
>ζi)

•P (Y
(m)
ijk = 1 | ζi) := p

(m)
ij (ζi)

•p(m)
ij (ζi) = Φ(δ

(m)
j (ζi))− Φ(δ

(m−1)
j (ζi))

•ζi ∼ Nq(0q,Σ)

Yatskiv and Kolmakova (2011) investigated the effects of
the seven groups of quality particular attributes on the
estimates of the overall quality of service of buses and
coaches, ranging from 1-5.
Quasi information for approximate design

1.ξ =

(
x1 . . . xt
w1 . . . wt

)
;
∑t
j=1wj = 1; wj =

nj
n ; wj ∈ [0, 1].

2.The general formula for the quasi Fisher information ma-
trix is denoted as:

MQ(ξ,β) = DTV−1D (1)

3.D denotes the derivative of the marginal expectation of
the response with respect to β

4.V describes the marginal response variance and it de-
pends on {w1, ..., wt}.
For the computation of matrix V we need to achieve
E(p

(m)
j (ζ)) and E(p

(m)
j (ζ)p

(m′)
j′ (ζ)).

5.The first element can be obtained directly by integral so-
lution (Zeger et al. 1988) and the second element is ob-
tained based on the two approximations:
5.1. The numerical computation which is based on the
Simpson’s rule.
5.2. Solving the second order moment of the integral

which is finally obtained as follows:

E(p
(m)
j (ζi)p

(m′)
j′ (ζi)) =

∫ α
(m)
j

−∞
φ(z)Φ(q

(m′)
j′ (z))dz;

α
(m)
j =| σ2h(xij)h

>(xij) + Iq |−.5 (γm − f>(xij)β)

and cjj′ = σ2hjh
>
j′ , q

(m)
j (z) =

|cjj′+Iq|.5
|2cjj′+Iq|.5

(γm − f>(xij)β −
σ2h>(xij)h(xij)z
|cjj′+Iq|.5

).

6. In order to make the matrix V invertible, we need to re-
duce one level of the response variable Y .

Example: Binary predictor

Random intercept binary model f (xij) = (1,xij)
T , ζ =

ζ0, ζ ∼ N(0, σ2), h = 1, M = 2, x1 = 0, x2 = 1:

Determinant of the QFIM considering β1 ∈ (−3, 3), β0 =

1, σ2 = 1, n = 20 because n1 = nw?, n2 = n(1−w?1) with
w? = .5

D-optimum Design

Locally D-optimum design with specified experimental
settings x1 = 0, x2 = 1:

ξ∗ =

(
0 1

w∗ 1− w∗
)
.

D-optimum weight against β1 ∈ (−3, 3), as β0 = 1,
σ2 = 1, n = 20 because n1 = nw?, n2 = n(1 − w?1)

with w? = .5

For n = 50,

ξ∗(1) =

(
0 1

0.52 0.48

)
, ξ∗(2) =

(
0 1

0.53 0.47

)
. (2)

With respect to two approximations.
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